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Background 

High performance QMC code originally developed at U. Illinois 

Open source (BSD license) 

Usable for scientific research and competitive publications! 

corrections are likely to be smaller in our case, since we use
pseudopotentials.
Figure 3 shows a summary of the difference in total energies

between DMC and CBS-CCSD(T)-F12 for all 55 molecules in
the G1 set. Various cutoffs in the MSD expansion are shown, as
well as single determinant cases both with ROHF orbitals and
MP2-NO. The figure also includes the energy obtained by
extrapolating the results to zero cutoff.11,16 We see a dramatic
improvement in the DMC energies with decreasing cutoff; in
fact, the mean absolute error (MAE) decreases from ∼18 mHa
in the single determinant case, to ∼3 mHa with a cutoff of
0.001, and to ∼2 mHa for the extrapolated values. This is more
pronounced in the case of difficult molecules like SO2 where
the MSD expansion recovers ∼35 mHa with respect to the
single determinant case; this represents ∼88% of the fixed-node
error. The dependence of the energy with the number of
configurations in the expansion varies across the set. This is not
unexpected since it will in general depend on the multi-
configurational character of the molecule and on the ability of
MP2 to produce an accurate orbital set. This is clearly shown
when you compare molecules like CHn with molecules like SO2
and H2O2. In the former, the inclusion of a few configurations
is enough to recover most of the fixed-node error, while in the
latter the improvement is slow and more systematic.
Figures 4 and 5 show the MAE in the total energy and the

atomization energy respectively, always taking CBS-CCSD(T)-
F12 as a reference. In both cases, we show the dependence with
a cutoff in the MSD expansion, as well as results from various
standard quantum chemistry methods, in particular MP2,
CCSD(T), CCSD(T)-F12, and DFT with various functionals.

Only the CCSD(T)-F12 method is able to produce results that
are better than DMC. Traditional quantum chemistry methods
must be combined with large tailor-made atomic basis sets in
order to reach chemically accurate results; DMC results, on the
other hand, have a much smaller dependence on basis sets.
These results are very encouraging for several reasons. The

computational cost of traditional quantum chemistry methods
has a very steep scaling with system size, e.g., MP2 scales as N5,
CCSD as N6, and CCSD(T) as N7, where N is representative of
the size of the system. DMC, on the other hand, scales as N3 for
the energy per electron in its basic implementation, which can
be improved to N2 with efficient wave function evaluation
techniques and possibly to linear scaling.3,4 While it is unlikely
that QMC replaces CCSD(T) as the standard method in the
study of small molecular systems (up to 5−10 atoms), these
results show that it has the potential of becoming the
community standard in large molecular systems and periodic
calculations. In addition, the results on the G1 set show the
great promise of new wave functions in QMC. While large
multideterminant expansions clearly show remarkable potential,
it is possible to obtain even better results with the inclusion of
more elaborate choices like a systematic expansion in geminals,5

and multideterminants combined with backflow,6 to name a
few. Finally, the use of large determinant expansions has great
potential in the study of low lying excited states, offering a
natural basis set in the correlated function Monte Carlo
method.7 We expect a dramatic improvement in the study of
excitation energies of molecular systems with this method, with
a possible extension to periodic systems and solids with the use
of localized molecular orbitals.

Figure 4. Comparison of the mean absolute error (MAE) of the total energy between QMC and several traditional quantum chemistry methods.

Figure 5. Comparison of the mean absolute error (MAE) of the atomization energies between QMC and several traditional quantum chemistry
methods.
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the statistical error.
The correction term, Ecorr[V

q
O], was evaluated within

LDA following the correction model of Leslie and Gillan
[30], and Makov and Payne [31], where Ecorr[V

q
O] is es-

timated from systematic calculations of E f [V q
O] with su-

percells of increasing size [26]. We performed LDA cal-
culations using supercells of 32, 48, 72, 128, 192 and 256
atoms to evaluate Ecorr[V

q
O] within this approach. Ide-

ally, Ecorr[V
q
O] should be evaluated with DMC as well,

but it is not possible to perform these calculations at
the moment as they are excessively expensive in terms of
computational resources. We verified that the LDA cor-
rection terms followed similar trends in DMC by calculat-
ing E

F [V q
O] with a larger 48 atom supercell with twisted

boundary conditions on a 2⇥2⇥2 grid and applying the
corresponding LDA correction term. E

F [V q
O] is within

0.15 eV for the 32 and 48 atom supercells (Table I). The
spurious contribution to the exchange-correlation energy
in many-body theory, coming from the use of periodic
boundary conditions [32], was estimated [33] to be below
3 meV for V q

O in ZnO. Greater details regarding all com-
ponents of the present calculations can be found in the
supplemental material [26].

To compare with the DMC results, we performed
DFT calculations with the same 32 atom supercell using
PBE/PBE+U [34], PBE0 [35] and HSE [36] functionals
[26]. We also performed Hartree-Fock (HF) calculations
for further comparison with DMC and DFT. Ecorr[V

q
O]

determined from LDA was used for all calculations.
Our DMC, DFT, and HF results can be found in Ta-

ble I. The DMC quasiparticle gap for ZnO is 3.43(9)
eV when calculated with the 32 atom supercell, in close
agreement with the experimental band gap of 3.44 eV
[37]. DMC calculations with the large 48 atom super-
cell yield a similar value, within the statistical error, of
3.22(16) eV. Our results agree with the band gap of ZnO
recently evaluated with the auxiliary-field QMC method
and Ne-core PP for Zn [16], i.e. 3.26(16) eV. Close agree-
ment between DMC quasiparticle gap and experimental
band gap were also recently reported for the wide-band
gap oxide MgO [10]. As expected, the DFT approxima-
tions underestimate the band gap of ZnO. Only the HSE
hybrid functional reproduces the experimental value after
empirically adjusting the fraction of the nonlocal Fock-
exchange to 0.375 [38].

As previously mentioned, the oxygen vacancy in ZnO
have been widely studied with di↵erent DFT methods
and multiple articles [20–22] have compared the di↵erent
calculations. We compared our DFT results with some of
the previous calculations and found good agreement with
results in Refs. [39] and [38]. In what follows, we focus
our discussion on the DMC and DFT results of HSE38 as
these are the only methods that correctly represent the
band gap of ZnO, and, therefore, can describe the oxy-
gen vacancy over the entire range of Fermi-level positions
without additional corrections.
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FIG. 2. Oxygen vacancy formation energy as a function
of the Fermi energy under O-rich conditions evaluated with
DMC and HSE with a = 0.375, HSE38. The Fermi energy
is relative to the valence-band maximum (or the ionization
potential of ZnO in DMC).

The DMC and HSE38 formation energy and thermo-
dynamic transition levels for the oxygen vacancy in ZnO
are compared in Fig. 2. Notice that our HSE38 results
with a 32 atom supercell are in agreement with the more
extensive HSE38 calculations in Ref. [38]. Two major
di↵erences can be clearly seen between DMC and HSE38.
First, the formation energy of V 2+

O and V 0
O are around 1

eV higher in DMC. The higher Ef [V q
O] in DMC comes

from the direct description of exchange-correlation en-
ergy in DMC. The e↵ect of the exchange energy, for in-
stance, can be seen from the PBE, HSE25, HSE38 and
HF results for Ef [V 0

O] (Table I). Increasing the amount of
nonlocal Fock-exchange leads to a higher formation en-
ergy, approaching the DMC value. Our finding of higher
formation energy in DMC than DFT for the oxygen va-
cancy in ZnO is similar to the finding for the formation
energy of neutral oxygen vacancy in MgO [10], and self-
interstitial in aluminum [12] and silicon [14]. Formation
energies evaluated with DMC are higher than GGA func-
tionals by ⇠0.5 eV for VO in MgO, and 0.33 and ⇠1 eV
for self-interstitial in aluminum and silicon, respectively.
The formation energy of VO in ZnO was recently esti-

mated to be ⇠6 eV or less based on photoluminescence
intensity and its variation as a function of the reduction
temperature [40]. A second experimental estimate can be
found in Ref. [41], i.e. 1.9 eV under Zn-rich conditions
or 5.5 eV if converted to the O-rich limit with the ex-
perimental formation enthalpy [42] of ZnO (3.6 eV). The
authors in Ref. [41] did not associate the measured value
directly with VO as it was much higher than their PBE
calculations [41]. The present DMC results and these re-
cent experimental estimates show that Ef [VO] in ZnO is
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TABLE III. Results for the equilibrium volume of the solids as determined by a fit of the Vinet equation to calculations. All values are given
in bohr3 per formula unit. The experimental numbers have finite temperature thermal expansion and zero point energy subtracted following
the work of Schimka et al.47 The DMC results include an error estimate due to the statistical error in the individual calculations. The error
statistics are calculated first excluding the noble gases and second including all of the materials. The four statistics compare the calculations to
the experimental value and are the mean error (ME:

∑
xcalc − xexpt), mean absolute error (MAE:

∑
|xcalc − xexpt|), mean relative error (MRE:∑ xcalc−xexpt

xexpt
× 100), and mean absolute relative error (MARE:

∑ |xcalc−xexpt|
xexpt

× 100). Note that results are omitted for the AM05 functional as
applied to the noble gases as it fails to bind by design and is thus not applicable.

Material DMC Statistical error LDA PBE AM05 HSEsol vdW-DF2 vdW-optB86b Experiment

Al 105.650 0.067 110.832 111.245 108.298 108.217 114.920 110.915 110.585
Ar 248.352 1.224 203.383 353.252 342.882 247.494 250.907 252.805
Be 51.140 0.143 50.956 50.956 52.766 52.401 52.735 53.810 54.776
BN 78.796 0.024 77.603 80.430 79.041 77.863 82.549 79.928 79.173
BP 152.844 0.130 152.815 158.603 155.281 154.146 165.018 158.348 157.663
C 37.762 0.042 37.231 38.477 37.771 37.358 39.619 38.445 38.284
Kr 299.386 1.566 257.230 446.206 394.782 311.798 306.055 303.646
LiCl 220.900 0.297 206.114 230.172 226.304 217.534 237.766 224.189 224.584
Li 143.455 0.302 127.878 136.995 139.159 138.917 132.151 138.797 141.834
LiF 106.096 0.212 100.693 113.240 111.163 105.882 114.582 110.998 108.785
SiC 135.400 0.026 136.962 141.665 138.869 137.342 146.077 140.696 139.636
Si 130.062 0.050 133.049 137.985 135.128 133.938 142.112 136.326 135.054
Xe 404.780 1.275 338.758 586.105 466.665 423.048 395.488 388.952

ME − 1.08 0.05 − 3.88 2.69 1.09 − 0.93 5.46 1.96
MAE 2.39 0.05 4.16 3.63 1.73 0.96 7.02 1.98
MRE (%) − 1.13 0.04 − 2.96 1.73 0.65 − 0.88 4.18 1.65
MARE (%) 2.10 0.04 3.21 3.10 1.39 0.91 5.53 1.66

ME (all) 1.18 0.19 − 12.75 37.39 20.67 8.51 3.51
MAE (all) 3.83 0.19 12.96 38.11 22.12 9.70 3.53
MRE (all) (%) − 0.29 0.07 − 5.52 12.68 6.59 4.46 1.92
MARE (all) (%) 2.20 0.07 5.72 13.69 7.96 5.50 1.93

of the art hybrid functional, HSEsol, which has been shown
to deliver excellent results for these sort of calculations47 but
is computationally much more expensive than semilocal DFT.
Given the difficulties of these standard functionals in treating
van der Waals systems like the noble gas solids in this test set,
we also include two functionals designed for this purpose,
vdW-DF248 and vdW-optB86b.49 Finally, we compare our
results to experiments, corrected for zero point motion and
thermal expansion where appropriate as detailed in work by
Schimka et al.47 The results for the equilibrium volume are
presented in Table III and also graphically in Fig. 5. Likewise,
the results for the bulk modulus are detailed in Table IV and
shown graphically in Fig. 6.

At first, ignoring the noble gas solids, the DMC results tend
to provide roughly equal fidelity compared to the experiments
as HSEsol, with the absolute errors from the DMC tending to
be slightly larger than those from HSEsol, but having a slightly
smaller bias. The situation changes somewhat when the noble
gas solids are included. In this case, the HSEsol errors are
considerably larger despite the functional’s explicitly nonlocal
construction. For this reason we considered the van der Waals
functional vdW-DF2. This functional had encouraging results
for the noble gas solids, but performed poorly for the other
materials. Increasing the test set to include vdW-optB86b
provided results which were on par with the accuracy of AM05,
but were consistent when including the noble gases.

The results presented in Tables III and IV validate the use
of DMC for a broad range of solids by showing little bias

across the test set while maintaining an overall high accuracy.
The outcome is for a number of reasons very promising for
QMC. First, the nodal surface employed by the fixed node
DMC calculations in this study remains at the ground state
DFT level; this implies that the sensitivity of the structural
properties upon the nodal surface is not extraordinarily large.

Error in Calculated Equilibrium Volume
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FIG. 5. (Color online) Percentage error in the calculated equi-
librium volumes from each of the different theories as compared to
experiment. The figure is separated into two panels, one showing the
noble gases and one for the other materials because of the disparity
in the scales of the error.
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Background 

Today, developed by a large number of developers, interested 
parties 

Builds in ~all common computing environments (HPC, clusters, 
workstations) 

C++, Object oriented, extensible, very efficient 

MPI Parallelized 

Fully OpenMP threaded (important for e.g. large solids by reducing 
memory usage + increasing efficiency) 

GPU CUDA version ( currently single determinant, splined 
wavefunctions ) 

Standardized XML inputs & HDF5 input/output for large data 
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Key features 

(see website for full details after the training!) 

Several flavors of QMC 

Variety of wavefunction types 

All electron and pseudopotential calculations 

Interfaces to Quantum Espresso, GAMESS 

Easily extended to other electronic structure codes via standard XML 
and HDF5 input 

 e.g. Molpro, NWChem, Qchem, Gaussian, Qbox, abinit… 

Analysis tools for minimal environments (perl only) through to python-
based with graphs produced via matplotlib (“qmca”). 

Project suite workflow tool 
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Project Suite workflow tool 

(more Tuesday afternoon, Jaron Krogel) 

Flexible python workflow tool 

Automation of DFT and QMC calculations (via local job submission, not 
yet fully distributed.) 

Simplified inputs 

Provides detailed provenance, improves reproducibility 

Saves human time, particularly where similar calculations are required 
for similar systems 

Addresses key long term issue in “slowness” of performing QMC 
calculations 

You are still free to run “by hand” — and presently still required to for 
molecular calculations. 
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Project Suite workflow tool 
Python classes for arbitrary workflows. Sets up input files, runs jobs as 
a scheduler, analyzes data, passes information to later runs. 
Straightforward to add additional codes. Very productive because 
most QMC calculations are small variations on a standard workflow 
with loops over structures, species, convergence parameters etc. 
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New website: http://www.qmcpack.org  

 

 

 

 

 

 

 

 

Beware wet paint! Has only been online a few days. 

Material and recordings from this training will migrate to this site  
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Code releases 

 

Tarballs downloadable on http://www.qmcpack.org 

We will maintain a release history 

Planning a release every ~6 months or whenever a significant new 
feature is added (or major bug squashed). 

 

We expect to make updates as a result of feedback from this training. 
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Planned developments 

Easy to run small testsuite to validate your installation 

Continuous integration: more extensive test suite to thoroughly validate 
code, catch build problems on common platforms, test tools etc. 

More comprehensive documentation: core features are documented, 
but (full disclosure!) many features are not.  

 

 

Developments are prioritized based on perceived importance and 
your requests 

Make suggestions! e.g. Documenting builds on specific HPC machines; 
new QMC features for particular science applications 

 



QMC Training 2014 

Google groups site for discussions 

Please post questions, feature requests to 

https://groups.google.com/forum/#!forum/qmcpack 

 

Low traffic 

Public but posting by membership only (antispam measure) 

 

Preferred to email since others will benefit from reply, but can also 
directly contact developers 
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Building QMCPACK 

The following is excerpted from the “Getting started” section linked 
from the documentation section of http://www.qmcpack.org 
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Building QMCPACK: Dependencies 

Ask your system admin / computer center to install these if not already 
available. Available in most Linux package managers. 

C/C++ compiler (recent gnu, Intel…) 
cmake, build utility, http://www.cmake.org/ 
BLAS/LAPACK, numerical library, use platform-optimized libraries 
libxml2, XML parser, http://xmlsoft.org/ 
HDF5, portable I/O library, http://www.hdfgroup.org/HDF5/ 
Boost, portable C++ source libraries, http://www.boost.org 
(Optional) FFTW, FFT library, http://www.fftw.org/ 
(Optional) doxygen, documentation generator, 
http://www.doxygen.org  
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Building QMCPACK 

Uses cmake and “out of source” compilation. Similar to autoconfigure 
scripts - detects features. 

 
cd qmcpack 
mkdir build 
cd build 
cmake .. 
cmake ..   #note - run cmake twice 
make  

 

Usually works in standard Linux/UNIX environments. Problems can 
occur when there are many different compilers available with 
incompatible libraries etc.  

Paul’s impression: about as tricky as most DFT codes. 
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Building QMCPACK 

Set environment variables to force use of specific compilers, libraries: 
export CXX=icpc 
export CC=icc 
export MKL_HOME=/usr/local/intel/mkl/10.0.3.020 
export LIBXML2_HOME=/usr/local 
export HDF5_HOME=/usr/local 
export BOOST_HOME=/usr/local/boost 
export FFTW_HOME=/usr/local/fftw 
cmake .. 
cmake .. 
make 
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Building QMCPACK: Toolchain files 

QMCPACK is built and run on many different computing systems. 
Toolchain files provide configurations for specific machines, library 
locations, compiler versions etc. 

Preferred option for building QMCPACK on large systems. Toolchain 
files are also a valuable starting point for new systems. 

cd build 
cmake -DCMAKE_TOOLCHAIN_FILE=../config/BGQToolchain.cmake .. 
cmake -DCMAKE_TOOLCHAIN_FILE=../config/BGQToolchain.cmake .. 
make 

Configurations exist for Titan (OLCF), Blue Waters (NCSA), Rosa 
(CSCS), Edison (NERSC), generic Linux clusters (w. Intel+MPI)… 

Known limitation: Currently OS X does not build successfully, but seems 
very close (macports) 

Advice: Try on a completely standard system first! 

 



QMC Training 2014 

Applications 
& Recommended Reading! 
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Important: Many other valuable QMC works have been 
published by other groups – this small selection concentrates on 

QMCPACK-related works & is not comprehensive  
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Benchmarking the accuracy of QMC for molecules 

“Multideterminant Wave Functions in Quantum Monte Carlo”, M. A. Morales, …, 
G.E.Scuseria. JCTC 8 2182 (2012) http://dx.doi.org/10.1021/ct3003404  

High accuracy achievable for atoms: 

(MO) in the calculations and the selection of determinant
configurations included in the expansion. Since we do not
currently optimize the single-particle orbitals directly in QMC,
we need to start with a reasonable set of MOs to reduce the
number of determinants needed to achieve a given accuracy.
For the calculations in this section, we use the natural orbitals
(NO) of a self-consistent second-order configuration inter-
action (SOCI) calculation, with an active space including all
electrons in 10 orbitals, and up to 40 orbitals in the virtual
space. We use configuration state functions (CSF), which are
spin and space adapted linear combinations of determinants,
and these were selected using a cutoff on the expansion
coefficients of the SOCI calculation. The Jastrow factor
consisted of one, two, and three body terms, and all of the
parameters were optimized simultaneously using the method
described in section 2.
Table 1 shows the calculated VMC and DMC energies for

the largest MSD expansions employed in this work, along with
the energies extrapolated to zero cutoff and the estimated exact
energies. The percentage of correlation energy recovered by the
method is also shown, along with the number of CSFs used in
the reported calculations. In all cases, the extrapolated DMC
energies recover at least 99% of the correlation energy.
Figure 1 shows a comparison, between our results and several

recently published calculations, of the percentage of correlation
energy recovered by VMC and DMC for all first row atoms. In
the work of Toulouse and Umrigar,19 the authors used a MSD
expansion similar to the work presented here, but they limited
their determinant configurations to those with excitations
within the CAS of the valence electrons, or full valence CAS
(FVCAS). In addition, they perform a full optimization of all of
the variational parameters in the wave function, including
molecular orbitals and atomic basis sets (e.g., Gaussian
exponents). The work of Seth et al.17 is also based on small
MSD expansions, but with the inclusion of optimized backflow
transformations. As can be seen from the comparison, limiting
the configurations in the MSD expansion to a small FVCAS has
a strong effect in the amount of correlation energy recovered by
the calculation; excitations to higher virtual states contribute

significantly toward the reduction of the remaining fixed-node
error. This is even more pronounced when we consider the fact
that they do a better optimization of the wave function, since
they optimize the molecular orbitals at the VMC level, whereas
we are limited to the orbitals produced by the SOCI method.
The inclusion of backflow, on the other hand, produces a large
improvement on the results. This is clearly seen by noticing
that they used MSD expansions approximately 10−50 times
smaller than in this work, yet their VMC energies are typically
better than ours, while the DMC energies are similar. Although
our MSD expansions are at least an order of magnitude larger,
we anticipate that the computational cost of these different
approaches should be competitive, as backflow transformations
are expensive and our MSD expansions are evaluated extremely
efficiently. Regardless of this, the use of backflow makes a
considerable improvement to both energies and variances in
QMC, so its use combined with very large MSD expansions
should produce very accurate results. This is currently being
investigated.
Figure 2 shows the error in the DMC total energies (relative

to the near “exact” results) for all first row dimers, for various
cutoffs in the MSD expansion. Results from the FVCAS

Table 1. Summary of QMC Results for First Row Atoms and Dimersa

atoms

Li (2S) Be (1S) B (2P) C (3P) N (4S) O (3P) F (2P)

# CSFs 81 160 396 651 755 873 1051
VMC −7.47766(2) −14.66688(4) −24.65248(6) −37.8423(1) −54.5854(2) −75.0620(4) −99.7275(5)
DMC −7.478052(7) −14.66728(2) −24.65359(4) −37.84438(5) −54.58829(7) −75.06591(8) −99.7325(1)
estm. exact −7.4780603 −14.66736 −24.65391 −37.8450 −54.5892 −75.0673 −99.7339
VMC-corr % 99.13(4) 99.50(4) 98.86(5) 98.25(6) 97.7(1) 98.0(2) 98.0(2)
DMC-corr % 99.9(2) 99.92(1) 99.74(1) 99.61(1) 99.52(1) 99.46(3) 99.56(3)

dimers

Li2 (
1∑g

+) Be2 (
1∑g

+) B2 (
3∑g

−) C2 (
1∑g

+) N2 (
1∑g

+) O2 (
3∑g

−) F2 (
1∑g

+)

bond length 5.051 4.65 3.005 2.3481 2.075 2.283 2.668
# CSFs 526 924 2429 2937 2443 3033 2537
VMC −14.9941(2) −29.3363(1) −49.4071(3) −75.9108(1) −109.5214(3) −150.2991(9) −199.498(1)
DMC −14.99481(6) −29.33865(6) −49.4131(2) −75.9205(3) −109.5367(3) −150.3194(3) −199.5213(3)
VMC-extrap −14.9941(2) −29.3370(2) −49.4093(5) −75.9157(3) −109.5224(4) −150.305(2) −199.501(1)
DMC-extrap −14.99481(6) −29.33872(5) −49.4137(2) −75.9229(6) −109.5372(3) −150.3216(3) −199.5219(3)
estm. exact −14.995(1) −29.3380(4) −49.4141 −75.9265 −109.5427 −150.3274 −199.5304
VMC-corr % 99.3(2) 99.5(1) 98.5(2) 97.92(6) 96.30(7) 96.6(3) 96.1(1)
DMC-corr % 99.85(5) 100.35(2) 99.88(6) 99.3(1) 99.00(5) 99.12(5) 98.88(4)

aEstimates of exact results are taken from refs 19 and 32−36.

Figure 1. Percentage of the correlation energy recovered by VMC and
DMC methods, for first row atoms. Results reported in this work are
compared with recent results from Toulouse and Umrigar19 and Seth
et al.17

Journal of Chemical Theory and Computation Perspective

dx.doi.org/10.1021/ct3003404 | J. Chem. Theory Comput. 2012, 8, 2181−21882183
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Benchmarking the accuracy of QMC for molecules 

Testing accuracy for G1 test set (C2H2, CN, H2O, NaCl,SiH4, SiO...), going beyond 
single determinant “standard recipe”. MAE of 0.8kcal/mol achieved for atomization 
energies, i.e. Chemical accuracy. 

 

 

 

 

 

 

 

See also Nemec et al. JCP 132 034111(2010) 
http://dx.doi.org/10.1063/1.3288054 all electron single determinant tests for 
same test set (CASINO code).  

corrections are likely to be smaller in our case, since we use
pseudopotentials.
Figure 3 shows a summary of the difference in total energies

between DMC and CBS-CCSD(T)-F12 for all 55 molecules in
the G1 set. Various cutoffs in the MSD expansion are shown, as
well as single determinant cases both with ROHF orbitals and
MP2-NO. The figure also includes the energy obtained by
extrapolating the results to zero cutoff.11,16 We see a dramatic
improvement in the DMC energies with decreasing cutoff; in
fact, the mean absolute error (MAE) decreases from ∼18 mHa
in the single determinant case, to ∼3 mHa with a cutoff of
0.001, and to ∼2 mHa for the extrapolated values. This is more
pronounced in the case of difficult molecules like SO2 where
the MSD expansion recovers ∼35 mHa with respect to the
single determinant case; this represents ∼88% of the fixed-node
error. The dependence of the energy with the number of
configurations in the expansion varies across the set. This is not
unexpected since it will in general depend on the multi-
configurational character of the molecule and on the ability of
MP2 to produce an accurate orbital set. This is clearly shown
when you compare molecules like CHn with molecules like SO2
and H2O2. In the former, the inclusion of a few configurations
is enough to recover most of the fixed-node error, while in the
latter the improvement is slow and more systematic.
Figures 4 and 5 show the MAE in the total energy and the

atomization energy respectively, always taking CBS-CCSD(T)-
F12 as a reference. In both cases, we show the dependence with
a cutoff in the MSD expansion, as well as results from various
standard quantum chemistry methods, in particular MP2,
CCSD(T), CCSD(T)-F12, and DFT with various functionals.

Only the CCSD(T)-F12 method is able to produce results that
are better than DMC. Traditional quantum chemistry methods
must be combined with large tailor-made atomic basis sets in
order to reach chemically accurate results; DMC results, on the
other hand, have a much smaller dependence on basis sets.
These results are very encouraging for several reasons. The

computational cost of traditional quantum chemistry methods
has a very steep scaling with system size, e.g., MP2 scales as N5,
CCSD as N6, and CCSD(T) as N7, where N is representative of
the size of the system. DMC, on the other hand, scales as N3 for
the energy per electron in its basic implementation, which can
be improved to N2 with efficient wave function evaluation
techniques and possibly to linear scaling.3,4 While it is unlikely
that QMC replaces CCSD(T) as the standard method in the
study of small molecular systems (up to 5−10 atoms), these
results show that it has the potential of becoming the
community standard in large molecular systems and periodic
calculations. In addition, the results on the G1 set show the
great promise of new wave functions in QMC. While large
multideterminant expansions clearly show remarkable potential,
it is possible to obtain even better results with the inclusion of
more elaborate choices like a systematic expansion in geminals,5

and multideterminants combined with backflow,6 to name a
few. Finally, the use of large determinant expansions has great
potential in the study of low lying excited states, offering a
natural basis set in the correlated function Monte Carlo
method.7 We expect a dramatic improvement in the study of
excitation energies of molecular systems with this method, with
a possible extension to periodic systems and solids with the use
of localized molecular orbitals.

Figure 4. Comparison of the mean absolute error (MAE) of the total energy between QMC and several traditional quantum chemistry methods.

Figure 5. Comparison of the mean absolute error (MAE) of the atomization energies between QMC and several traditional quantum chemistry
methods.

Journal of Chemical Theory and Computation Perspective
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Benchmarking the accuracy of QMC for solids 
Analysis of structural properties (V, B0) of ionic, metallic, covalent and van der Waals 
solids using “standard recipe” single determinant Slater-Jastrow pseudopotentials. 
Careful convergence of calculations. Finds high accuracy over whole set of solids. 

“Quantum Monte Carlo applied to solids” L. Shulenburger & T. R. Mattsson PRB 88 
245117 (2013) http://dx.doi.org/10.1103/PhysRevB.88.245117 Editors’ 
Suggestion. 

 

QUANTUM MONTE CARLO APPLIED TO SOLIDS PHYSICAL REVIEW B 88, 245117 (2013)

TABLE III. Results for the equilibrium volume of the solids as determined by a fit of the Vinet equation to calculations. All values are given
in bohr3 per formula unit. The experimental numbers have finite temperature thermal expansion and zero point energy subtracted following
the work of Schimka et al.47 The DMC results include an error estimate due to the statistical error in the individual calculations. The error
statistics are calculated first excluding the noble gases and second including all of the materials. The four statistics compare the calculations to
the experimental value and are the mean error (ME:

∑
xcalc − xexpt), mean absolute error (MAE:

∑
|xcalc − xexpt|), mean relative error (MRE:∑ xcalc−xexpt

xexpt
× 100), and mean absolute relative error (MARE:

∑ |xcalc−xexpt|
xexpt

× 100). Note that results are omitted for the AM05 functional as
applied to the noble gases as it fails to bind by design and is thus not applicable.

Material DMC Statistical error LDA PBE AM05 HSEsol vdW-DF2 vdW-optB86b Experiment

Al 105.650 0.067 110.832 111.245 108.298 108.217 114.920 110.915 110.585
Ar 248.352 1.224 203.383 353.252 342.882 247.494 250.907 252.805
Be 51.140 0.143 50.956 50.956 52.766 52.401 52.735 53.810 54.776
BN 78.796 0.024 77.603 80.430 79.041 77.863 82.549 79.928 79.173
BP 152.844 0.130 152.815 158.603 155.281 154.146 165.018 158.348 157.663
C 37.762 0.042 37.231 38.477 37.771 37.358 39.619 38.445 38.284
Kr 299.386 1.566 257.230 446.206 394.782 311.798 306.055 303.646
LiCl 220.900 0.297 206.114 230.172 226.304 217.534 237.766 224.189 224.584
Li 143.455 0.302 127.878 136.995 139.159 138.917 132.151 138.797 141.834
LiF 106.096 0.212 100.693 113.240 111.163 105.882 114.582 110.998 108.785
SiC 135.400 0.026 136.962 141.665 138.869 137.342 146.077 140.696 139.636
Si 130.062 0.050 133.049 137.985 135.128 133.938 142.112 136.326 135.054
Xe 404.780 1.275 338.758 586.105 466.665 423.048 395.488 388.952

ME − 1.08 0.05 − 3.88 2.69 1.09 − 0.93 5.46 1.96
MAE 2.39 0.05 4.16 3.63 1.73 0.96 7.02 1.98
MRE (%) − 1.13 0.04 − 2.96 1.73 0.65 − 0.88 4.18 1.65
MARE (%) 2.10 0.04 3.21 3.10 1.39 0.91 5.53 1.66

ME (all) 1.18 0.19 − 12.75 37.39 20.67 8.51 3.51
MAE (all) 3.83 0.19 12.96 38.11 22.12 9.70 3.53
MRE (all) (%) − 0.29 0.07 − 5.52 12.68 6.59 4.46 1.92
MARE (all) (%) 2.20 0.07 5.72 13.69 7.96 5.50 1.93

of the art hybrid functional, HSEsol, which has been shown
to deliver excellent results for these sort of calculations47 but
is computationally much more expensive than semilocal DFT.
Given the difficulties of these standard functionals in treating
van der Waals systems like the noble gas solids in this test set,
we also include two functionals designed for this purpose,
vdW-DF248 and vdW-optB86b.49 Finally, we compare our
results to experiments, corrected for zero point motion and
thermal expansion where appropriate as detailed in work by
Schimka et al.47 The results for the equilibrium volume are
presented in Table III and also graphically in Fig. 5. Likewise,
the results for the bulk modulus are detailed in Table IV and
shown graphically in Fig. 6.

At first, ignoring the noble gas solids, the DMC results tend
to provide roughly equal fidelity compared to the experiments
as HSEsol, with the absolute errors from the DMC tending to
be slightly larger than those from HSEsol, but having a slightly
smaller bias. The situation changes somewhat when the noble
gas solids are included. In this case, the HSEsol errors are
considerably larger despite the functional’s explicitly nonlocal
construction. For this reason we considered the van der Waals
functional vdW-DF2. This functional had encouraging results
for the noble gas solids, but performed poorly for the other
materials. Increasing the test set to include vdW-optB86b
provided results which were on par with the accuracy of AM05,
but were consistent when including the noble gases.

The results presented in Tables III and IV validate the use
of DMC for a broad range of solids by showing little bias

across the test set while maintaining an overall high accuracy.
The outcome is for a number of reasons very promising for
QMC. First, the nodal surface employed by the fixed node
DMC calculations in this study remains at the ground state
DFT level; this implies that the sensitivity of the structural
properties upon the nodal surface is not extraordinarily large.

Error in Calculated Equilibrium Volume
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FIG. 5. (Color online) Percentage error in the calculated equi-

librium volumes from each of the different theories as compared to
experiment. The figure is separated into two panels, one showing the
noble gases and one for the other materials because of the disparity
in the scales of the error.

245117-5



QMC Training 2014 

van der Waals interactions 
Extensive DMC calculations for noble gas solids, clusters and DNA+intercalating drug 
molecule. Drug molecule requires 3 body corrections in vdw DFT to ~match DMC 
results, while some other correction schemes overbind. (PBE DFT does not bind) 

A. Benali, L. Shulenberger, N. A. Romero, J. Kim, O. Anatole von Lilienfeld JCTC (June 
2014), http://dx.doi.org/10.1021/ct5003225   
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Benchmarking density functionals for bulk water 
M. A. Morales, J. R. Gergely, J. McMinis, J. M. McMahon, J. Kim, and D. M. Ceperley 
JCTC 10 2355 (2014) http://dx.doi.org/10.1021/ct500129p  

Analysis of energies of water configurations taken from TIP5P and PIMD (path 
integral) simulations computed using various DFT functionals vs DMC. Identifies a 
possible route to optimizing functionals for specific applied problems. 

 

 

 

 

 

 “We found that, while optB88 seems to provide the best description of dispersion in 
the liquid, the vdW-DF and vdW-DF2 functionals offer the best agreement of all 
nonhybrid functionals when fully flexible, realistic water configurations are 
considered.” 
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Binding and diffusion of lithium in graphite 
DMC calculations accurately predict the lattice constant and binding energy of A-A 
graphite relative to A-B graphite. When dilute Li is added, self-consistent van der 
Waals DFTs outperform empirical schemes due to the importance of charge transfer. 

P. Ganesh, J. Kim, C. Park, M. Yoon, F. A. Reboredo, and P. R. C. Kent (submitted). 
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Computing the exchange constant in cuprates 
Within a variational scheme (a non-empirical scheme), DMC predicts exchange 
constants in good agreement with experiment for Ca2CuO3. Indicates promise for 
describing ground state properties of strongly correlated materials. 

K. Foyevtsova, J. T. Krogel, J. Kim, P. R. C. Kent, E. Dagotto, F. A. Reboredo. 
Accepted in PRX (2014) and http://arxiv.org/abs/1402.5561 

 

 

 

 

 

 

Also see QMC results for La2CuO4, with more properties considered including 
phonons, L. Wagner & P. Abbamonte http://arxiv.org/abs/1402.4680  
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The vacancy in ZnO 
DMC calculations rule out the oxygen vacancy as the source of persistent n-type 
conductivity in ZnO. Confirms previous DFT predictions but finds (i) much higher 
oxygen vacancy formation energy that HSE or other DFT approximations, (ii) finds a 
positive U behavior in contrast to the DFT. 

“Ab initio many-body calculations of the oxygen vacancy in ZnO”, J. A. Santana, J. T. 
Krogel, J. Kim, P. R. C. Kent, and F. A. Reboredo, http://arxiv.org/abs/1406.3169  

 

3

the statistical error.
The correction term, Ecorr[V

q
O], was evaluated within

LDA following the correction model of Leslie and Gillan
[30], and Makov and Payne [31], where Ecorr[V

q
O] is es-

timated from systematic calculations of E f [V q
O] with su-

percells of increasing size [26]. We performed LDA cal-
culations using supercells of 32, 48, 72, 128, 192 and 256
atoms to evaluate Ecorr[V

q
O] within this approach. Ide-

ally, Ecorr[V
q
O] should be evaluated with DMC as well,

but it is not possible to perform these calculations at
the moment as they are excessively expensive in terms of
computational resources. We verified that the LDA cor-
rection terms followed similar trends in DMC by calculat-
ing E

F [V q
O] with a larger 48 atom supercell with twisted

boundary conditions on a 2⇥2⇥2 grid and applying the
corresponding LDA correction term. E

F [V q
O] is within

0.15 eV for the 32 and 48 atom supercells (Table I). The
spurious contribution to the exchange-correlation energy
in many-body theory, coming from the use of periodic
boundary conditions [32], was estimated [33] to be below
3 meV for V q

O in ZnO. Greater details regarding all com-
ponents of the present calculations can be found in the
supplemental material [26].

To compare with the DMC results, we performed
DFT calculations with the same 32 atom supercell using
PBE/PBE+U [34], PBE0 [35] and HSE [36] functionals
[26]. We also performed Hartree-Fock (HF) calculations
for further comparison with DMC and DFT. Ecorr[V

q
O]

determined from LDA was used for all calculations.
Our DMC, DFT, and HF results can be found in Ta-

ble I. The DMC quasiparticle gap for ZnO is 3.43(9)
eV when calculated with the 32 atom supercell, in close
agreement with the experimental band gap of 3.44 eV
[37]. DMC calculations with the large 48 atom super-
cell yield a similar value, within the statistical error, of
3.22(16) eV. Our results agree with the band gap of ZnO
recently evaluated with the auxiliary-field QMC method
and Ne-core PP for Zn [16], i.e. 3.26(16) eV. Close agree-
ment between DMC quasiparticle gap and experimental
band gap were also recently reported for the wide-band
gap oxide MgO [10]. As expected, the DFT approxima-
tions underestimate the band gap of ZnO. Only the HSE
hybrid functional reproduces the experimental value after
empirically adjusting the fraction of the nonlocal Fock-
exchange to 0.375 [38].

As previously mentioned, the oxygen vacancy in ZnO
have been widely studied with di↵erent DFT methods
and multiple articles [20–22] have compared the di↵erent
calculations. We compared our DFT results with some of
the previous calculations and found good agreement with
results in Refs. [39] and [38]. In what follows, we focus
our discussion on the DMC and DFT results of HSE38 as
these are the only methods that correctly represent the
band gap of ZnO, and, therefore, can describe the oxy-
gen vacancy over the entire range of Fermi-level positions
without additional corrections.
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FIG. 2. Oxygen vacancy formation energy as a function
of the Fermi energy under O-rich conditions evaluated with
DMC and HSE with a = 0.375, HSE38. The Fermi energy
is relative to the valence-band maximum (or the ionization
potential of ZnO in DMC).

The DMC and HSE38 formation energy and thermo-
dynamic transition levels for the oxygen vacancy in ZnO
are compared in Fig. 2. Notice that our HSE38 results
with a 32 atom supercell are in agreement with the more
extensive HSE38 calculations in Ref. [38]. Two major
di↵erences can be clearly seen between DMC and HSE38.
First, the formation energy of V 2+

O and V 0
O are around 1

eV higher in DMC. The higher Ef [V q
O] in DMC comes

from the direct description of exchange-correlation en-
ergy in DMC. The e↵ect of the exchange energy, for in-
stance, can be seen from the PBE, HSE25, HSE38 and
HF results for Ef [V 0

O] (Table I). Increasing the amount of
nonlocal Fock-exchange leads to a higher formation en-
ergy, approaching the DMC value. Our finding of higher
formation energy in DMC than DFT for the oxygen va-
cancy in ZnO is similar to the finding for the formation
energy of neutral oxygen vacancy in MgO [10], and self-
interstitial in aluminum [12] and silicon [14]. Formation
energies evaluated with DMC are higher than GGA func-
tionals by ⇠0.5 eV for VO in MgO, and 0.33 and ⇠1 eV
for self-interstitial in aluminum and silicon, respectively.
The formation energy of VO in ZnO was recently esti-

mated to be ⇠6 eV or less based on photoluminescence
intensity and its variation as a function of the reduction
temperature [40]. A second experimental estimate can be
found in Ref. [41], i.e. 1.9 eV under Zn-rich conditions
or 5.5 eV if converted to the O-rich limit with the ex-
perimental formation enthalpy [42] of ZnO (3.6 eV). The
authors in Ref. [41] did not associate the measured value
directly with VO as it was much higher than their PBE
calculations [41]. The present DMC results and these re-
cent experimental estimates show that Ef [VO] in ZnO is
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Summary 

 

QMCPACK is a full featured QMC code usable for production 
scientific investigations 

There is a new website qmcpack.org, documentation, and project 
coordination 

Improvements in the code, documentation, features etc. will be 
based on perceived need and feedback received. Be vocal! 
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Questions? 


